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The precise nature of information flow through a biological net-
work, which is governed by factors such as response sensitivities
and noise propagation, greatly affects the operation of biological
systems. Quantitative analysis of these properties is often difficult
in naturally occurring systems but can be greatly facilitated by
studying simple synthetic networks. Here, we report the construc-
tion of synthetic transcriptional cascades comprising one, two, and
three repression stages. These model systems enable us to analyze
sensitivity and noise propagation as a function of network com-
plexity. We demonstrate experimentally steady-state switching
behavior that becomes sharper with longer cascades. The regula-
tory mechanisms that confer this ultrasensitive response both
attenuate and amplify phenotypical variations depending on the
system’s input conditions. Although noise attenuation allows the
cascade to act as a low-pass filter by rejecting short-lived pertur-
bations in input conditions, noise amplification results in loss of
synchrony among a cell population. The experimental results
demonstrating the above network properties correlate well with
simulations of a simple mathematical model of the system.

gene regulation � gene network � low-pass filter � stochastic

Regulatory cascades are ubiquitous in biological systems. For
example, Escherichia coli and Saccharomyces cerevisiae reg-

ulatory networks contain transcriptional cascades with two or
more stages (1–3). Many signal transduction programs and
protein kinase pathways also take advantage of cascaded pro-
cesses to regulate activities within living cells (4–6). In general,
regulatory cascades exhibit several important features (7–8).
Protein cascades provide an ultrasensitive ‘‘all-or-none’’ re-
sponse to graded inputs where very small changes in input stimuli
switch the output between low and high levels (9–10). Cascades
direct temporal programs of successive gene expression as
observed in the formation of flagella in E. coli (11), sporulation
in budding yeast (12), or regulatory pathways that control
bacterial cell cycle (13). In multicellular organisms, such as
Drosophila and sea urchin, developmental programs require
elaborate temporal ordering of events, often orchestrated by
cascaded processes (14–15).

Regulatory cascades are frequently found within more com-
plex networks that incorporate additional control mechanisms
[i.e., feed forward loops (3, 16), feedback (17), checkpoints (18),
and single-input modules (3)]. A valuable approach to studying
the properties of recurring network motifs is to decouple them
as much as possible from other genetic regulatory elements
(19–21). Examining network behavior in model systems can help
discover the valuable properties and limitations of these motifs.
Recent experimental studies of two-stage transcriptional
cascades have examined quantitatively their steady-state sen-
sitivity,§ temporal programming (1), and noise properties (23).
In addition, ultrasensitivity and attenuation of noise in longer
cascades have been analyzed theoretically (24). The experimen-
tal and theoretical analysis of such model systems sheds light on
how cascade motifs are integrated within larger networks.

This paper presents the construction of three synthetic tran-
scriptional cascades comprising one, two, and three repression
stages and analyzes their dynamic and steady-state behaviors. A

particular focus is placed on how the depth of the cascade affects
ultrasensitivity, temporal response, and phenotypic variations
among cell populations. We demonstrate experimentally and
with a computer model that as more elements are added to a
cascade, the system becomes more sensitive, i.e., it switches
between low and high output on a smaller range of input values.
Although phenotypic variations remain approximately the same
for the low and high output states regardless of the length of the
cascade, noise in the transition region is amplified significantly
in longer cascades. Correspondingly, upon a global change in
input concentration, the response times among a cell population
vary more widely for longer cascades. This loss of synchroniza-
tion between cells suggests that for processes sensitive to cell–
cell variability, such as development, long cascades require
additional regulatory motifs.

Materials and Methods
Bacterial Strain and Plasmids. TransforMax EPI300 E. coli cells
from Epicentre Technologies (Madison, WI) were used for all
experiments. Circuits 1, 2, and 3 were each cloned into single
plasmids called pCRT-1, pCRT-2, and pCRT-3, respectively,
whose gene network is shown in Fig. 1. All plasmids had p15A
origin of replication (18–22 copies per cell; ref. 25) and a
Kanamycin resistance gene. For pCRT-1 (circuit 1), eyfp was
cloned into a vector containing PlacIq, tetR, and PLtet-O1. pCRT-2
(circuit 2) was built by cloning lacI, Plac, and eyfp into the same
vector as above. pCRT-3 (circuit 3) was constructed by cloning
the first two genes of pCRT-2 and their upstream promoters (i.e.,
PlacIq-tetR�PLtet-O1-lacI) into a vector containing Plac-cI�
�P(R-O12)-eyfp. Circuits 1, 2, and 3 were transformed and tested
separately. Encoding the entire genetic construct of a circuit on
a single plasmid (rather than having separate reporter plasmids)
ensured that all of the proteins in the circuit were transcribed
from the same number of plasmids in a cell. Previous experi-
ments in our laboratory have shown that the PlacIq and �P(R-O12)
promoters have higher transcriptional efficiencies than PLtet-O1,
which has a higher efficiency than Plac.

Growth Conditions and Measurements. For all of the measure-
ments, cells were grown in M9 minimal media (Difco) supple-
mented with 0.2% casamino acids, 1 mM MgSO4, 2 �M thia-
mine, 10 mM glucose, and 50 ng�ml Kanamycin antibiotic.
Cultures were incubated at 37°C in a 1575R VWR incubator
(Sheldon Manufacturing, Cornelius, OR), shaking at 300 rpm
and grown to a final OD600 of �0.1 (1 � 108 cells per ml) in 14-ml
tubes containing 2 ml of the appropriate media. The cell cycle
for all circuits was �45 min. For each steady-state transfer curve,
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30–50 different concentrations of anhydrotetracycline (aTc)
were used. For the dynamic experiments, high levels of aTc were
2.16 �M. To remove aTc for the high to low experiments, cells
were spun down, washed twice with PBS (pH 7.0), and resus-
pended in fresh M9 media. For the low-pass filtering experi-
ments, cells were grown to OD600 of 0.1, then 2.16 �M aTc was
added to the media, and the cultures were grown with aTc for the
duration of pulse. Subsequently, the cultures were washed, and
aTc was removed as described above.

All f luorescence measurements were performed on a Beck-
man Coulter Epics Altra flow cytometer equipped with a 488 nm
argon excitation laser and a 515–545 nm emissions filter. For
each sample, 100,000 events were collected. A small gate in the
side-scatter and forward-scatter space was chosen to reduce the
variations in cell size and help remove noise in fluorescence
measurements (26). Fluorescence intensities were converted to
molecules of equivalent fluorescein based on daily measure-
ments of SPHERO Rainbow Calibration Particles (Spherotech,
Libertyville, IL). Mean fluorescence values of FACS histograms
were used to determine the experimental steady-state transfer
curves and were fit to the following Hill equation:

y � ymin �
ymax � ymin

1 � � aTc
K � � [1]

where ymin represents leaky expression, ymax is maximum expres-
sion, aTc represents the inducer concentration, � is the Hill
coefficient, and K is the concentration of aTc required for half
repression of tetR. The best fit values were found by using PRISM
analysis software (GraphPad, San Diego). The same methodol-
ogy was used to determine the transfer curves derived from the
stochastic simulations. The analysis of the aTc concentration
range required for the output transition between low and high
(see Fig. 2 A) were computed with the 5% and 95% values of
ln(ymax � ymin). The coefficient of variation (CV) and mean
values were computed from the FACS histograms and stochastic

simulations by using custom software written in MATLAB (Math-
works, Natick, MA).

Model. We modeled a seven-stage transcriptional repression
cascade by using a stochastic simulator based on Gillespie’s
algorithm (27). The output of each stage was a repressor protein
that inhibits transcription of the next stage. Transcription was
modeled as a single chemical reaction initiated by RNA poly-
merase binding the promoter and synthesizing mRNA. Trans-
lation of mRNA into repressor proteins was also modeled as a
single step. For simplicity each protein formed a dimer, and each
dimer bound one operator site of the corresponding promoter.
Input molecules representing aTc could bind and inactivate the
repressor dimers of the first stage. Each stage also included a
bicistronic reporter protein used to monitor promoter activity.
The levels of these reporter proteins were used to compute the
graphs in this study. We assumed a promoter copy number of 20
in the system. The following kinetic constants were used for all
stages: transcription from unoccupied promoter, 2 min�1; tran-
scription from occupied promoter, 0.02 min�1; translation, 2 per
mRNA molecules per min; dimerization, 0.03 nM�1�min�1;
binding of a dimer to its operator site, 0.2 nM�1�min�1; binding
of an inducer to a protein dimer, 0.05 nM�1�min�1; mRNA
decay, 1 min half-life; protein decay, 10 min half-life (same
kinetic rate for protein bound to protein, protein bound to a
promoter site, or to an inducer); dissociation of a dimer, 1.0 �
10�3 min�1; unbinding of a dimer from its operator site,
0.1 min�1; dissociation of an inducer from a dimer, 0.1 min�1.
These parameters were chosen with the assumption that 1 nM
corresponds to 1 molecule per cell. The values in the model were
initially chosen in accordance with previously published kinetic
rates (19, 28), and then some parameters were fine tuned to
approximate our experimental results.

The steady-state transfer curves were obtained from statistics
of 200 runs for each of 45 different aTc levels ranging from 0 to
10,000 molecules per cell. The simulation of low-to-high and
high-to-low output transitions also consisted of 200 runs. Each
run included two phases, the first phase enabled the system to

Fig. 1. The network design of three synthetic transcriptional cascades. In all circuits, TetR is expressed constitutively from PlacIq promoter. aTc, which freely
diffuses into the cell, binds TetR and prevents the repression of PLtet-O1. (A) In the one-stage cascade (circuit 1), eyfp expression is under the control of TetR
repressor. (B) Circuit 2 has an additional repression stage where the expression of eyfp is controlled by LacI protein, which can be repressed by the TeR repressor.
(C) In circuit 3, eyfp expression is controlled by the CI repressor. cI expression is controlled by LacI protein, which is under the control of TetR.

3582 � www.pnas.org�cgi�doi�10.1073�pnas.0408507102 Hooshangi et al.



stabilize to either the low or high level and the second phase had
the input conditions changed. To analyze the response delays, we
chose to examine the time required for the cells to cross the
halfway point between the low and high levels based on a
logarithmic scale, which is the geometric mean of the two
intensities.

Supporting Information. For additional information, see Support-
ing Text, Figs. 5–9, and Table 1, which are published as support-
ing information on the PNAS web site.

Results
Network Design. Fig. 1 shows the three different synthetic tran-
scriptional cascades under study. The two-stage cascade (circuit
2) is an extension of the one-stage cascade (circuit 1), whereas
the three-stage cascade (circuit 3) is an extension of the two-
stage cascade. For all circuits, the input is aTc, and the output
is enhanced yellow fluorescent protein (EYFP). Fluorescence
intensities of circuits 1 and 2 are indicative of the concentrations
of intermediate elements in circuit 3. The first element in the
cascades is the Tet repressor (TetR), which is expressed consti-
tutively from the PlacIq promoter. TetR dimers bind two tetO
operator sites on PLtet-O1 (29) and repress EYFP production in
circuit 1 and Lac repressor (LacI) production in circuits 2 and 3.
In the second stage, LacI tetramers bind the lac operators O1 and
O3 on Plac (30) and repress EYFP production in circuit 2 and �
repressor (CI) production in circuit 3. In the third stage, CI
dimers bind OR1 and OR2 operators on �P(R-O12) (31) and repress
EYFP production in circuit 3. When aTc is added to the growth
medium, it freely diffuses into the cytoplasm (32), binds TetR
dimers (33), and induces transcription from PLtet-O1. aTc induces
EYFP expression in circuits 1 and 3 and causes EYFP repression
for circuit 2.

Longer Transcriptional Cascades Have Increased Steady-State Sensi-
tivity. Previous theoretical work has argued that multistage
transcriptional cascades can exhibit sharper steady-state transfer
functions than their single-stage components (24). Our experi-
mental results comparing the behavior of circuit 1 versus circuit
3 validate this hypothesis (Fig. 2A). The transfer curves for
circuits 1, 2, and 3 have Hill coefficients of 2.3, 7.0, and 7.5,
respectively. Correspondingly, the transitions between low and
high fluorescence for the three circuits occur for aTc concen-
tration ranges of 1.75, 0.36, and 0.21 �M for circuits 1, 2, and 3.
The stochastic simulations of these networks show the same

trend in sensitivity as more stages are added to the cascade (Fig.
5). Hill coefficients are 2.8, 7.5, 11, and 29 for cascades of depth
one, two, three, and seven, respectively.

Longer Cascades Amplify Cell–Cell Variability in the Intermediate
Region. Transcription, translation, and single-gene regulation are
intrinsically noisy processes (26, 34, 35). An important question
to consider is how noise affects the proper functioning of
complex gene networks assembled from basic genetic elements.
To examine this issue, we studied fluctuations in steady-state
gene expression as a function of cascade depth. Noise is esti-
mated by the CV within a cell population, i.e., standard deviation
divided by the mean. Fig. 2B shows experimental CV as a
function of mean fluorescence for all three circuits. Circuit 1
measurements correlate well with the total noise (intrinsic plus
extrinsic) observed in a similar one-stage cascade (35). For all
circuits, CVs are lowest when the output is either low or high and
are higher in the intermediate states. Furthermore, there is a
systematic increase in CV levels for intermediate outputs, dem-
onstrating that noise in the transition region is amplified as the
cascade becomes longer. These trends also manifested in the
stochastic simulations (Fig. 2C).

Response Times Increase as a Function of Cascade Length. In addition
to the ultrasensitive steady-state behavior discussed above,
cascades also offer a temporal program of gene expression that
can be used for scheduling protein synthesis activities sequen-
tially (1, 36). Temporal analysis of our transcriptional cascades
reveals that circuit 1 responds immediately to changes in inducer
concentrations, whereas circuits 2 and 3 exhibit delayed re-
sponses (Fig. 3 A and D). For circuit 1, when aTc is added to a
culture, it induces EYFP transcription from PLtet-O1, resulting in
a rapid increase in fluorescence that stabilizes after �120 min
(Fig. 3A). For circuit 2, aTc induction results in the decay of
EYFP that reaches the final low level after 400 min. The
fluorescence of circuit 3 begins to increase 140 min after aTc
induction and is subsequently stabilized after 600 min.

For separate cultures grown initially with saturating levels of
aTc, aTc removal results in a similar ordering of delays in circuit
responses (Fig. 3D). The fluorescence intensity of circuit 1
decreases after a short delay of �20 min. The delay likely occurs
because existing TetR dimers are still bound strongly by aTc (1,
37), and a reduction in EYFP levels is observed only after
sufficient accumulation of newly synthesized TetR. The fluores-
cence intensity of circuit 2 rises after �130 min, whereas the

Fig. 2. Steady-state transfer curve and noise. (A) Mean fluorescence of cells transformed with circuits 1–3 as a function of different aTc concentrations. Circuit
3 has an improved sensitivity compared with circuit 1, and the transition from low to high output occurs on a smaller range of aTc concentrations (see Results).
(B) Coefficient of variation as a function of mean fluorescence is used to measure cell–cell variability in the transition region. Circuit 3 has a higher variation in
the intermediate region. The insets show three representative FACS histograms for circuits 1 and 3 for low, intermediate, and high aTc concentrations. (C)
Coefficient of variation as a function of reporter proteins per cell for a seven-stage simulated cascade. Similar pattern of increase in CVs is observed in the
simulations as well.
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decrease in circuit 3 begins after 230 min. An important factor
that affects the dynamics of these circuits is the protein decay
rate, which for all proteins (TetR, LacI, CI, and EYFP) is roughly
equal to the cell division rate because these proteins are highly
stable. Our simulation exhibited similar delay patterns both for
the addition and removal of aTc (Fig. 6 A and B).

Synchronization of Cell Responses Is Diminished for Longer Cascades.
The above measurements report the average behavior of a cell
population in response to a stimulus, but for many biological
processes, synchrony is also an important issue. The CV values
as circuits 1 and 3 switch from low to high outputs are shown in
Fig. 3B. CV in circuit 3 displays a significant transient increase,
whereas the CV for circuit 1 displays only a minor increase
before settling back to the steady-state level. A similar pattern
is observed in the behavior of the circuits when they transition
from high to low fluorescence although, in this case, the mag-
nitude of noise for both circuits is larger (Fig. 3E). Time-
dependant CV values of circuit 2 are shown in Fig. 6C.

Our stochastic simulations exhibited a similar time-dependent
pattern of CV values (data not shown). For these simulations, we
also estimated synchrony by computing the time elapsed before
cells crossed the halfway point between low and high (see
Materials and Methods). Computing these values is simple be-
cause the simulations already track the responses of individual
cells over time. Fig. 3 C and F shows the mean and standard
deviation of the time to cross the halfway mark for simulated
cascades of increasing depths. Both the mean and standard
deviation increase with longer cascades.

Long Cascades Act as Low-Pass Filters. Because transient fluctua-
tions in protein concentrations and environmental conditions
occur frequently, it is beneficial for certain biological processes
to ignore such rapid variations and only respond to longer-lasting
changes. It has been suggested theoretically that cascades exhibit
this low-pass filtering capability (3). To verify this feature
experimentally, we measured the dynamic responses of circuit 3
to transient aTc inductions and compared them to the responses
of circuits 1 and 2. Cell cultures were induced with high aTc levels
for durations ranging from 5 to 120 min. Fig. 4 A and B shows
the time series response of circuits 1, 2, and 3 to aTc pulse
durations of 5 and 45 min, respectively. Fig. 4C shows the
maximum mean fluorescence reached by a range of different
pulse durations for all circuits. Although circuits 1 and 2 achieve
significant responses to short aTc pulses, circuit 3 has no
observable response to pulses �15 min. Circuit 3 responses
gradually increase, and based on an extrapolation from our
measurements, maximal responses will be reached for pulses
�150 min.

Discussion
Sensitivity and Kinetic Matching. We constructed and analyzed an
ultrasensitive synthetic transcriptional cascade that provides an
all-or-none response. Previous theoretical work (24) and our
stochastic simulations predicted that adding transcriptional el-
ements can increase sensitivity, and our experimental observa-
tions correspondingly show an increase in Hill coefficients from
2.3 to 7.5 between circuits 1 and 3. It is important to note that
assembling transcriptional elements into cascades without
proper matching of their kinetic rates is not likely to yield

Fig. 3. Delayed response in longer cascades. (A) Temporal fluorescence responses of all three circuits when aTc is added to cultures grown initially without
inducer. (B) Cell–cell variability is shown for low to high fluorescence transition of circuits 1 and 3 (circuit 2 is shown in Fig. 6C). (C) Time to reach 50 percent
maximum protein level (logarithmic scale; see Materials and Methods) for the simulated system upon aTc induction. (D) The dynamic fluorescence response of
the system after aTc is removed from a culture initially grown with aTc (E) Cell–cell variability of the high to low output transition for circuits 1 and 3. (F) Time
to reach 50 percent of maximum output for the simulated system upon removal of aTc.
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functional systems that have clear distinctions between low and
high states. An example of such nonfunctional systems is shown
in Fig. 8. The addition of an element to a cascade can modify
both the low and high output levels depending on promoter
strength, ‘‘leakiness,’’ and matching with the expression levels of
the previous stage. The first three-stage cascade that we con-
structed included a � promoter with an OR1 mutation that
yielded a large separation between low and high outputs for a
different two-stage cascade.§ However, when incorporated into
a three-stage cascade, this mutant promoter resulted in a transfer
curve with an undesirable elevated low output (data not shown)
and, hence, our final design incorporated the original OR1. These
experiments and sensitivity analysis of a two-stage cascade (38),
as well as theoretical considerations (39), suggest that although
cascades are generally robust to fluctuations in input concen-
trations, their performance is highly dependent on the kinetic
rates of the constituent elements.

Understanding and Fine Tuning the Dynamic Response. As the num-
ber of stages in a cascade increases, the delay in the output
response of the system also becomes longer. This response delay
is determined by a variety of factors that include protein decay,
protein production, and repression thresholds. For example, the
low to high output transition for circuit 3 begins only when
enough LacI is produced to repress further production of CI, and
the existing CI has been sufficiently diluted to allow eyfp
transcription. The reverse high to low transition occurs when
enough LacI degrades to allow sufficient transcription of cI.
Therefore, if LacI is produced in large excess above the level
required to achieve maximal repression, the high to low transi-
tion response will be significantly delayed. Based on the dynamic
responses (Fig. 3) and the steady-state transfer curves (Fig. 2),
we postulated that LacI is indeed expressed at levels much higher
than necessary for full repression of cI. This hypothesis was
verified experimentally (see Supporting Text).

Excess production of repressor proteins also provides cascades
with low-pass filtering capability. Before having an effect on the
output, the input must remain high for a sufficiently long
duration until repressor proteins decay below the necessary
threshold for their promoter to initiate transcriptional activity. A
previous study showed theoretically that low-pass filtering can
also be achieved with a cascade of transcriptional activators (3).
Here, the low-pass filtering results from the requirement that
activators pass a particular threshold before initiating transcrip-
tion. A different mechanism to achieve low-pass filtering is
accomplished by an additional feed-forward motif that requires

simultaneous expression of two transcriptional activators for
downstream propagation of the signal (3).

Noise Propagation and Cell Synchronization. It has been argued that
gene expression noise can affect the behavior and outcome of
certain natural gene networks (e.g., the lysis-lysogeny decision
circuit in Bacteriophage Lambda; ref. 28). A previous study also
shows theoretically and experimentally how gene expression
noise can spontaneously induce transitions between the two
stable states of a synthetic gene network (40). Many factors
determine the extent of noise in biological systems, including
small numbers of molecules (26, 41), the stochastic nature of
biochemical reactions (42–43), translation�transcription effi-
ciencies (26), and gene regulation network architecture (22). In
our experiments and model, we show how output noise levels can
vary as a function of input concentrations and cascade length.
Noise levels remain the same for input concentrations that are
far from the transition region regardless of the length of the
cascade but are amplified in the intermediate region. Noise in
the transition region is amplified as a function of the cascade
length because of the increasing slope and the additional noise
generated by each cascade element (Fig. 2 B and C). Our model
also exhibits noise amplification even though it assumes that all
cells experience the same inducer level for a given input condi-
tion and that the concentrations of transcription and translation
elements do not fluctuate. Hence, f luctuations generated by the
individual elements of the circuit are sufficient for observing
noise amplification. Note that these fluctuations may ultimately
limit the gain in sensitivity that results from adding elements
(24). We verified that the above conclusions still hold for
different parameter sets by performing a preliminarily sensitivity
analysis (Supporting Text). These assertions were found to be
valid for all parameter sets that we examined as long as the
cascades exhibited an increase in the Hill coefficient when
elements were added to the cascade.

The response to a change in the input is delayed for longer
cascades, making it useful for temporal sequencing of events, but
unfortunately it is also less synchronized among a cell population
(Fig. 3). Each stage in the cascade adds variability to switching
times, limiting the utility of the pure cascade motif for processes
where synchronization between cells is required as in develop-
mental programs. Hence, long cascades that are used for such
purposes require additional control mechanisms to function
properly.

Our experiments also indicate that for a given cascade length,
noise levels are higher during the high to low output transitions

Fig. 4. The transcriptional cascade acts as a low-pass filter. (A) A short pulse duration of 5 min is not enough for circuit 3 to show any response, but there is
an increase in fluorescence level of circuit 1 and a decrease in circuit 2 fluorescence. (B) For a pulse duration of 45 min, circuit 1 reaches its maximum value, whereas
circuit 3 shows only a mild response. (C) Maximum responses of circuits 1, 2, and 3 are plotted versus pulse durations. Circuit 1 reaches its maximum output after
�40 min and circuit 2 response decreases to its minimum after �60 min, whereas the response of circuit 3 is initially flat and increases gradually for longer pulses.
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than the corresponding low to high transitions. This asymmetry
is seen for all circuits (Figs. 3 B and E and 6C), as well as for
another previously studied synthetic gene network (16). Al-
though the increases in asynchrony for longer cascades are
captured with our model, this asymmetry is not observed. It
appears that protein decay on the last stage has a significant
overall impact on noise when the output transitions from high to
low. However, much of this additional noise is attenuated by the
next stage because that output, in turn, transitions from low to
high. For instance, when the input changes from low to high, as
the circuit 2 output transitions from high to low, it exhibits higher
noise than the subsequent transition of the circuit 3 output from
low to high (Figs. 3 B and E and 6C). Overall, for a given input
change, the noise amplification can only be compared between
cascade stages whose output also changes in the same direction
(i.e., even-numbered stages or odd-numbered stages). This
generally rising, but nonmonotonic and sign-dependent, ampli-
fication of noise is a matter for further study.

Summary. Our experimental analysis of synthetic transcrip-
tional cascades demonstrates ultrasensitivity and low-pass

filtering that confer behavior that is robust to f luctuations in
input conditions. At the same time, our study reveals that the
network amplifies noise in the transitions, which can result in
asynchrony among a cell population. In highly developed
organisms, evolution has likely incorporated additional regu-
latory mechanisms to cope with this inherent limitation.
Quantitative experimental analysis of such issues is often
difficult for naturally occurring phenomenon because of the
complexity of the systems and the multitude of interactions
with other elements. The use of synthetic circuits facilitates the
study of network motifs in isolation. This methodology could
help understand the properties and limitations of information
f low in other basic network motifs, shedding light on selection
processes that favor more complex network architectures.
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